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Abstract— In this paper, we use two algorithms for obtaining 
fetal ECG from abdominal ECG. The algorithms are MULTICOM-
BI and COMBI, which are a combination of EFICA and WASOBI 
algorithms. The performance of the algorithms COMBI, MUL-
TICOMBI, WASOBI, EFICA and traditional JADE algorithm are 
compared. A semi synthetic database and two actual databa-
ses are used to compare the performance of algorithms using 
as parameter the signal to error ratio SER. It is found that the 
COMBI and MULTICOMBI algorithms show better performance 
than the JADE, EFICA and WASOBI algorithms. 

Keywords— Abdominal ECG, COMBI, fetal ECG, MULTICOMBI, 
SER, SIR. 

Resumen— En este artículo se emplean dos algoritmos para 
obtener el ECG fetal a partir del ECG abdominal.  Los algoritmos 
son MULTICOMBI and COMBI, los cuales son una combinación 
de los algoritmos EFICA y WASOBI.  SE compara el desempe-
ño de los algoritmos COMBI, MULTICOMBI, WASOBI, EFICA y 
el tradicional algoritmo de JADE. Para comparar el desempeño 
de los algoritmos se usa una base de datos semi-sintética y 
dos bases de datos reales usando como parámetro la relación 
señal a error SER.  Se encuentra que los algoritmos COMBI y 
MULTICOMBI muestran mejor desempeño que los algoritmos 
JADE, EFICA y WASOBI.  

Palabras claves — Abdominal ECG, COMBI, fetal ECG, MULTI-
COMBI, SER, SIR.

1. INTRODUCTION

The analysis of fetal cardiac electrical activi-
ty from the fetal electrocardiogram (FECG) provi-
des clinically relevant information on the state of 
health of the fetus, since it allows detection of fetal 
abnormalities such as congenital heart block and 
fetal arrhythmias [1].  The FECG can be obtained 
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from abdominal ECG (AECG) placing electrodes on 
the mother’s abdomen and applying digital signal 
processing techniques. 

The AECG is formed of a mixture of biomedical 
signals including FECG, maternal ECG (MECG) and 
other electrical signals generated by the mother 
and by external electrical interference. The cha-
llenge is to extract the FECG from the composite 
signal, considering that the two signals are supe-
rimposed spectrally, and that the fetal QRS com-
plex amplitude may be less than 3% from the ma-
ternal QRS complex [2].

To achieve separation of fetal and mater-
nal electrocardiograms are used basically three 
groups of techniques: adaptive filtering [3], [4], 
[5], [6], linear decompositions such as Wavelets 
[7], singular value decomposition (SVD) [8], and 
blind source separation (BSS) [9], and nonlinear 
transformations such as techniques based on sta-
te space [10] BSS is the most widely used tech-
nique for extracting the FECG, since it has been 
shown that BSS methods are better than the 
adaptive filters [11], and nonlinear transforma-
tions have greater computational load and require 
some parameters to be set empirically. 

In this paper we introduce COMBI[12] and MUL-
TICOMBI [13] algorithms based on hybrid BSS for 
extracting FECG from the AECG. We compare the 
performance of COMBI y MULTICOMBI algorithms 
with the performance of the algorithms JADE [14], 
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WASOBI [15] and EFICA [16] using a semi-synthe-
tic database. 

2. METHODS

2.1. Blind Source Separation 

BSS consists in recovering a group of signals 
or sources that have not been directly observed 
from another group of signals or observations ob-
tained as mixtures of these sources. If the mixture 
is linear and without noise, we have , where  are 
the observations,  the sources and A is the mixing 
matrix containing the coefficients representing 
the linear transformation between sources and 
observations. The BSS problem is solved by fin-
ding a linear transformation that complies with s 
= Wx and W=A-1.

To solve this problem, different methods have 
been proposed mainly based on Principal Compo-
nent Analysis (PCA) and Independent Component 
Analysis (ICA). The underlying difference between 
PCA and ICA is in the assumptions that underlie 
the probability distribution functions of the signals 
contained in x. PCA assumed that x has a Gaus-
sian distribution function that is completely deter-
mined by its second-order statistics, while ICA as-
sumes that the x are statistically independent and 
are not Gaussian and that the distribution function 
is determined by its higher order statistics.

One way to implement PCA is the Singular Va-
lue Decomposition (SVD) of the form x =USVT whe-
re VT is the matrix of eigenvalues, so that W= VT. 
In this case stands SOBI algorithm (Second Order 
Blind Identification)[17] and its improved version 
WASOBI (Weights-Adjusted Second Order Blind 
Identification)[15].  

The goal of ICA is to obtain an estimate Â mi-
xing matrix A, to calculate its inverse matrix W 
and thus estimate the sources by s=Wx. ICA requi-
res measuring the Gaussianity of the sources by 
means of contrast functions as the kurtosis, ne-
gentropy or some approximation of the latter that 
allows reducing the computational cost required 
for its calculation. In this line stands the FastICA 
algorithm [18] and EFICA [16]. ICA-based methods 
are the most used for the analysis of AECG [19], 
[20] because it is considered that the sources are 
predominantly non-Gaussian and statistically in-
dependent of one another.  

Since real-world signals are both Gaussian and 
non-Gaussian components, it is interesting to test 
methods that incorporate both approaches. In that 
sense, algorithms have been developed which 
combine both WASOBI and EFICA algorithms. The-
se algorithms are called COMBI and MULTICOMBI. 
In the context of biological signals such algorithms 
have been applied to EEG signals[21] and fMRI 
signals [22], but to date it is not known that these 
algorithms have been applied in the task of extrac-
ting the FECG from the AECG.

2.2. Combi y Multicombi algorithms

Under certain conditions, WASOBI and EFICA 
are asymptotically optimal. WASOBI only take ad-
vantage of time-structure, disregarding the statis-
tical distributions of the sources, whereas EFICA 
can only take advantage of non-Gaussianity of 
the sources, ignoring any time-structure. However, 
realistic mixtures are many times compound of 
sources which present both diverse time-structure 
and non-Gaussianity, rendering WASOBI and EFI-
CA severely suboptimal. Algorithms COMBI and 
MULTI-COMBI offer novel schemes for combining 
WASOBI and EFICA, enabling exploit the strengths 
of both techniques. 

To verify a good degree of separation, is de-
fined G= WA as the gain matrix.  For a perfectly 
estimated de-mixing matrix, W, G is equal to 
its identity matrix.  The performance of blind-
source separation algorithms is usually measu-
red by the interference over signal ratio matrix,

, where k and  l 
denote the observed and estimated sources, and 
d is sources number. However, the original mixing 
matrix, , is not generally known for real data sets.  

EFICA requires a user-defined choice of a set 
of nonlinear functions , for extracting each of 
the sources. Then, ISR matrix for the EFICA algo-
rithm can be approximated by:

where , , 
  and  

E[.] denotes the expectation operator and  
denotes the derivative of , and Ŝk is the kth 
observed signals of s [13].  

WASOBI is based on approximate joint 
diagonalization of several (say M) time-



123Fetal electrocardiogram extraction using hybrid BSS technique: COMBI and MULTICOMBI algorithms -Sarmiento, Millet, González

lagged estimated correlation matrices, 
, where x[n] 

denotes the nth column of x.  If all sources are 
Gaussian AR of order M-1, then under asymptotic 
conditions the ISR matrix is:  

where , k and l 
denote the observed and the estimated sources, 

 is the variance of the innovation sequence of 
the kth source,  are the auto-regression 
coefficients of the lth source, and Rk[m] is the au-
tocorrelation of the kth source at time lag m [12].

In COMBI, the ISR matrices are obviously unk-
nown (nor can they be consistently estimated from 
the data). However, it is possible to substitute the-
se with the mean ISR,  and . COMBI 
apply both EFICA and WASOBI to x and estimate 

 and  select for each source the re-
constructed version that has the best total ISR of 
the two. This basic selection approach can then 
be turned into a successive scheme, such that in 
each iteration only the “best” separated sources 
are “accepted,” and the remaining signals (which 
are still weakly separated mixtures of the remai-
ning sources) are subjected to an additional itera-
tion of separation and selection [12]. 

MULTICOMBI uses a clustering technique ba-
sed on “multidimensional component”. A mul-
tidimensional component is a cluster of signal 
components that can together be well separa-
ted from the other components in the mixture, 
yet are difficult to separate from one another. 
For EFICA, only components that have (nearly) 
Gaussian distributions might form such a cluster, 
hence at most one such cluster may exist. For 
WASOBI, any components sharing similar corre-
lation structures (i.e., power spectra) are hardly 
separable from one another, but may be easily 
separated as a cluster, hence several such clus-
ters might coexist [13].  MULTICOMBI uses this 
clustering technique in which both algorithms, 
EFICA and WASOBI, are run on the set of unsepa-
rated sources  and their  and , in (1) 
and (2), are estimated. The signals are then clus-
tered depending on whether their specific  
is lower for the EFICA or WASOBI case. Then, the 
process is repeated until all clusters are single-

tons, ie. only contain one signal per cluster, and 
the signals are hence optimally separated [23].

2.3. Semi-synthetic Database

To measure the performance of the algo-
rithms COMBI, MULTICOMBI, WASOBI and EFI-
CA, compared with more traditional algorithms 
such as JADE, we built a semi synthetic database 
[24],[25] as

 
 are 3-D sources representing 

the maternal and fetal cardiac components [26],
 are the volume conduction transfer 

matrices for the mother and fetus respectively. 
In this model, the maternal signal  is 
assumed as interference while n is assumed as 
noises for the fetal signal . The parame-
ters α and β control the signal to interference ra-
tio (SIR) and signal to noise ratio (SNR).  To model  
can be selected from Gaussian white noise or 
pink noise. The number of rows of  can 
be adjusted as the number of leads required to 
simulate the AECG. It is also possible to model 
the relative fetal position respect to the axes ma-
ternal body introducing specific angles between 
the subspaces of the matrix columns  
[5]. For the current study, the pink noise have a 
spectral density function that decreases mono-
tonically with frequency . 

2.4. Performance parameters

The parameters α and β in (3) control signal to 
interference ratio (SIR) and signal to noise ratio 
(SNR), defined as:

The signal to error ratio (SER) is calculated as 
measures of fetal signal quality before extraction: 

Where  is the desired signal and 
 is the error.  Here  

is the estimated source signal and  and 
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 should be at the same energy level and 
phase while calculating the error.

3. EXPERIMENTS AND RESULTS

3.1. Data base

In this paper we used a database built accor-
ding to (3).  were taken from diagno-
sis database PTB [27] from orthogonal leads Vx, 
Vy, y Vz.  PTB has a sampling rate of 1000 Hz. The 
signals were pre-processed for baseline wander 
removal and low pass filters with cutoff frequency 
100 Hz. To build a database of 26 records AECG, 
52 records from healthy subjects were used, half 
of which were randomly selected, represent 

, and the remaining were re-sampled to 500 
Hz to simulate fetal sources , because the 
fetal heart rate is typically twice the fetal heart 
rate. In order to get eight channels of abdominal 
observations  in (3), were selected random 
matrix  of 8x3 with angles between the 
sub-spaces of the column below 40 °. 

SIR values were swept in the range of -5dB to 
-30dB, which are in the range of actual values. SIR 
= 0 dB, indicates that the FECG has a higher power 
than the MECG which is not real, therefore is ex-
cluded from the analysis. SNR values were swept 
in the range of 0dB to 30dB.  For each noise type 
and for each algorithm, all possible combinations 
between the values of SNR and SIR are investi-
gated to 20 repetitions. The step is 5 dB. In each 
repetitions and noise are varied randomly. 
SER is the average obtained for 20 repetitions.  At 
each step of the process the signals are normali-
zed for purposes of calculating the SIR, SNR and 
SER.  All simulations were carried out on data seg-
ments of 10 seconds with a sampling frequency 
of 500 Hz. 

3.2. Results

As an illustration, typical signals used for gene-
rating an AECG are plotted in Fig. 1-a.  The AECG 
resulting of applying the method according to (3) 
is plotted in Fig. 1-b. The fetal signal power to ma-
ternal interference power ratio SIR is -5dB, and 
white noise is added so that the fetal signal power 
to noise power ratio SNR is 20 dB.  The result of 
applying the MULTICOMBI algorithm for separa-
ting the MECG and the MECG is plotted in Fig. 1-c.  

Each channel of the FECG sources, shown at the 
top of Fig. 1-a, is compared by the SIR with each 
channel of Fig. 1-c. Then, the three signals in Fig. 
1-c with SIR greater are considered the FECG esti-
mated, as shown in Fig. 1-d. 

The higher SIR calculated, 10.8 dB in this 
example, is stored and averaged with the results 
of the remaining 19 repetitions in which the noise,

 matrix, are changed randomly. The re-
sulting SIR is reported in Table I when white noise 
is used and in Table II when pink noise is used. 
Fig. 1. A THREE-SECOND SEGMENT OF EIGHT MATERNAL CHANNELS, AND 

RESULT WHEN MULTICOMBI ALGORITHM IS USED. FIG. 1-A, FECG AND 
MECG USED TO SYNTHESIZE AN AECG. FIG. 1-B, THE AECG RESULTING OF 
APPLYING THE METHOD, SIR IS -5DB, AND SNR IS 20 DB, WHITE NOISE. 
FIG 1-C, RESULT OF APPLYING THE MULTICOMBI ALGORITHM. FIG. 1-D, 
FECG SYNTHESIZED. IN THIS EXAMPLE, THE SIR ACHIEVED IS 10.8 DB.

(a)

(b)

(c)

(d)

Source: authors.
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TABLE I 

SER IN THE PRESENCE OF WHITE NOISE

Algo-
rithm

SIR

(dB)

SNR (dB)

0 5 10 15 20 25

JADE

-30

-25

-20

-15

-10

-5

4.291

4.228

4.213

4.293

4.298

4.381

6.364

6.303

6.415

6.446

6.393

6.493

7.748

7.873

7.866

7.867

7.805

7.825

8.729

8.604

8.565

8.730

8.661

8.667

9.033

8.991

9.012

8.951

9.000

8.997

9.233

9.221

9.195

9.237

9.227

9.221

WASOBI

-30

-25

-20

-15

-10

-5

4.257

4.411

4.059

3.868

3.340

3.042

6.763

6.394

6.338

5.719

5.211

4.697

8.408

7.900

7.545

7.286

6.798

6.338

9.526

9.243

7.732

7.218

6.528

6.522

9.783

9.220

8.467

6.835

5.938

6.497

9.476

9.516

8.864

7.493

6.132

6.215

EFICA

-30

-25

-20

-15

-10

-5

4.355

4.375

4.422

4.488

4.470

4.666

6.706

6.550

6.644

6.577

6.493

6.632

7.940

8.097

8.075

8.103

7.965

7.946

8.873

8.848

8.739

8.851

8.818

8.814

9.259

9.356

9.312

9.284

9.502

9.410

9.700

9.765

9.71

9.629

9.769

9.684

COMBI

-30

-25

-20

-15

-10

-5

4.701

4.577

4.596

4.414

4.522

4.611

7.014

6.805

6.831

6.779

6.707

6.796

8.386

8.400

8.337

8.193

8.257

7.996

9.317

9.433

8.942

9.138

9.114

9.019

9.512

9.660

9.533

9.523

9.665

9.602

9.483

9.585

9.811

9.702

9.852

10.03

MULTI 
COMBI

-30

-25

-20

-15

-10

-5

4.592

4.499

4.404

4.371

4.347

4.677

7.048

6.899

6.838

6.662

6.727

6.859

8.036

8.425

8.521

8.358

8.440

8.726

8.598

8.964

9.019

9.411

9.523

9.540

8.763

8.778

9.730

9.749

9.953

9.948

9.384

9.187

9.618

10.035

10.097

10.245

TABLE II 

SER IN THE PRESENCE OF PINK NOISE

Algo-
rithm

SIR

dB

SNR dB

0   5 10  15 20 25

JADE

-30

-25

-20

-15

-10

-5

5.310

5.456

5.395

5.463

5.434

5.541

7.427

7.416

7.417

7.294

7.475

7.459

8.533

8.551

8.487

8.547

8.347

8.652

8.916

9.019

9.088

9.048

9.081

9.034

9.183

9.201

9.164

9.236

9.215

9.247

9.273

9.247

9.269

9.284

9.269

9.271

WASOBI

-30

-25

-20

-15

-10

-5

5.505

5.528

5.184

5.031

4.589

4.094

7.680

7.346

7.170

6.359

6.344

5.804

8.990

8.844

8.087

6.814

6.395

6.155

9.242

9.182

8.297

7.200

6.171

6.247

8.932

9.324

9.152

7.719

6.469

6.201       

8.311

8.545

8.654

8.436

7.378

7.117

EFICA

-30

-25

-20

-15

-10

-5

5.504

5.558

5.50

5.461

5.548

5.644

7.607

7.578

7.518

7.503

7.583

7.536

8.791

8.707

8.672

8.759

8.632

8.804

9.228

9.219

9.286

9.247

9.229

9.291

9.487

9.497

9.637

9.549

9.579

9.566

9.751

9.625

9.571

9.678

9.716

9.729

COMBI

-30

-25

-20

-15

-10

-5

5.772

5.728

5.672

5.569

5.537

5.598

7.811

7.686

7.536

7.832

7.591

7.721

9.153

9.151

8.848

8.747

8.729

8.760

9.588

9.346

9.421

9.449

9.270

9.348

9.504

9.369

9.373

9.713

9.688

9.588

9.646

9.540

9.683

9.607

9.657

9.964

MULTI 
COMBI

-30

-25

-20

-15

-10

-5

5.349

5.468

5.537

5.617

5.383

5.540

6.798

7.031

7.440

7.392

7.437

7.495

7.780

7.902

8.295

8.787

8.813

9.038

8.543

8.493

8.943

9.309

9.566

9.833

8.981

9.276

9.623

9.945

10.05

9.981

9.210

9.590

9.387

9.589

9.986

10.057

The SER obtained by each algorithm for diffe-
rent combinations of SNR and SIR is shown in Ta-
bles I and II. It can be seen in Table I, SER values 
are slightly lower compared to the values in Table 
II, indicating that the algorithms are more suscep-
tible to white noise and pink noise least.  

The data in Tables I and II are plotted in Fig. 2. 
Each curve corresponds to a value of SIR in the 
range -30 to -5 dB. As expected, for high values of 
noise low SER values are obtained, while for low 
values of noise high SIR values are obtained. Ex-
cept WASOBI and MULTICOMBI to a lesser degree, 
a behavior roughly constant regarding SIR exhibit 
algorithms analyzed.  The mean SER is shown in 
Tables III and IV.   

As we can see in Tables I, II, III and IV, and Fig. 2, 
JADE and EFICA algorithms have high performan-
ces while the WASOBI algorithm exhibits the worst 
performance.   This is because the AECG sources 
are both, statistically independent and not Gaus-
sian with distribution function determined to by its 

higher order statistics, greater extent, and has a 
Gaussian distribution function determined by its 
second-order statistics, lesser extent.  Since AECG 
signals are both Gaussian and non-Gaussian com-
ponents, COMBI and MULTICOMBI algorithms ex-
ploit the strengths of both techniques, exhibiting 
better performance.  

While it is true that the performance of algo-
rithms COMBI and MULTICOMBI are superior, 
especially in the presence of white noise, it is of 
standing out that are more dispersed the algo-
rithm MULTICOMBI results. This may be because 
the clustering scheme used for MULTICOMBI is an 
ad hoc algorithm.  However, for the task of separa-
ting the sources in the AECG, situations containing 
poorly distinguishable clustering can occur. This 
is, the residual clusters produced by each method 
separately should overlap, e.g., if there are some 
similarities in spectra between sources in different 
clusters of WASOBI or if there are sources which 
are roughly Gaussian for EFICA [13].
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Source: authors.

TABLE III

MEAN SIR IN THE PRESENCE OF WHITE NOISE

Algorith
SNR (dB)

0 5 10 15 20 25

JADE 4.28 6.40 7.83 8.66 9.00 9.22

WASOBI 3.83 5.85 7.38 7.79 7.79 7.95

EFICA 4.46 6.60 8.02 8.82 9.35 9.71

COMBI 4.57 6.82 8.26 9.16 9.58 9.74

MULITCOMBI 4.48 6.84 8.42 9.18 9.49 9.76

TABLE IV

MEAN SIR IN THE PRESENCE OF PINK NOISE

Algorithm
SNR (dB)

0 5 10 15 20 25

JADE 5.43 7.41 8.52 9.03 9.21 9.27

WASOBI 4.99 6.78 7.55 7.72 7.97 8.07

EFICA 5.54 7.55 8.73 9.25 9.55 9.68

COMBI 5.65 7.70 8.90 9.40 9.54 9.68

MULITCOMBI 5.48 7.27 8.44 9.11 9.64 9.64

Fig. 3.  BOX PLOT SHOWING THE SER VALUES IN PRESENCE OF HIGH 
NOISE LEVELS, SNR 0 DB. FOR JADE, EFICA, COMBI Y MULTICOMBI AL-

GORITHM (A) WHITE NOISE (FIRST COLUMN OF TABLE I). (B) PINK NOISE 
(FIRST COLUMN OF TABLE II) NOISE

Source: authors.

Fig. 2. SIGNAL TO ERROR RATIO (SER) VS.  SIGNAL TO NOISE RATIO (SNR) 
FOR -30 A -5 DB SIGNAL TO INTERFERENCE RATIO (SIR), PRESENCE 
OF WHITE AND PINK NOISE, FOR JADE, EFICA, WASOBI, COMBI AND 

MULTICOMBI ALGORITHMS. EACH SIMULATION POINT IS AN AVERAGE OF 
20 TRIAL

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)
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Fig. 4. BOX PLOT SHOWING THE SER VALUES IN PRESENCE OF LOW 
NOISE LEVELS, SNR 25 DB. FOR JADE, EFICA, COMBI Y MULTICOMBI 

ALGORITHM (A) IN WHITE NOISE (LAST COLUMN OF TABLE I).  (B). PINK 
NOISE (LAST COLUMN OF TABLE II)

Source: authors.

4. DISCUSSIONS AND CONCLUSIONS

In this paper, we have calculated and compa-
red the performance of five algorithms BSS based, 
in a semi-synthetic database in the problem to ex-
tract the FECG. The WASOBI algorithm exhibits the 
worst performance, but combining both WASOBI 
and EFICA in COMBI and MULTICOMBI algorithms, 
the strengths of both techniques are exploited ex-
hibiting better performance.  However, are more 
dispersed the algorithm MULTICOMBI results. This 
is because MULTICOMBI is an ad hoc algorithm; 
therefore, the clustering scheme used must be 
optimized for the task of separating the sources 
in the AECG.  
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